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ABSTRACT
In this paper, we present a Motion-aware Video Diffusion Model
(MV-Diffusion) for enhancing the temporal consistency of gen-
erated videos using autoregressive diffusion models. Despite the
success of diffusion models in various vision generation tasks, gen-
erating high-quality and realistic videos with coherent temporal
structure remains a challenging problem. Current methods have
primarily focused on capturing implicit motion features within a re-
stricted window of RGB frames, rather than explicitly modeling the
motion. To address this, we focus on improving the temporal model-
ing ability of the current autoregressive video diffusion approach by
leveraging rich temporal trajectory information in a global context
and explicitly modeling local motion trends. Themain contributions
of this research include: (1) a Trajectory Modeling (TM) block
that enhances the model’s conditioning by incorporating global mo-
tion trajectory information, (2) aMotion Trend Attention (MTA)
block that utilizes a cross-attention mechanism to explicitly infer
motion trends from the optical flow rather than implicitly learning
from RGB input. Experimental results on three video generation
tasks using four datasets show the effectiveness of our proposed
MV-Diffusion, outperforming existing state-of-the-art approaches.
The code is available at https://github.com/PKU-ICST-MIPL/MV-
Diffusion_ACMMM2023.
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1 INTRODUCTION
The field of video generation has witnessed significant advance-
ments with the emergence of Generative Adversarial Networks
(GANs) [10]. Recently, Denoising Diffusion Probabilistic Models
(DDPM) [12] have emerged as powerful generative models and
surpassed GANs in various synthesis tasks. With improved training
stability and model generalizability, diffusion models have played a
crucial role in the advancement of video generation research and
have received growing attention.

However, generating high-fidelity videos remains a challenging
task. Achieving realism and consistency in both spatial and tempo-
ral aspects of the video is crucial for a successful video generation
model. In terms of spatial realism, the video should accurately de-
pict the visual characteristics of the scene. Moreover, achieving
temporal coherence in the object motion is also essential for a
temporally consistent video. This requires accurate modeling of
the long-term trajectory and short-term tendency of the object’s
movement. For example, an object in the video should move on the
correct path (long-term) and exhibit natural and smooth actions
(short-term) in a temporally-coherent video.

Given these challenges, current methods [13, 27, 36] for video
generation have sought to extend the architecture of diffusion
models from image generation. These methods typically employ a
DDPM strategy and use U-Net models with 3D convolutions or tem-
poral attention to capture and synthesize spatial-temporal motion
features. To alleviate the limitations of 3D U-Net models, which
are limited to generating fixed-length tablets with high memory
consumption, [36] proposes an autoregressive approach that gen-
erates consecutive frames starting from an initial frame. However,
autoregressive methods have limitations in their capacity to model
long-term features, such as global motion trajectories, and tend to
be sensitive to short-term motions. This can lead to the accumula-
tion of errors or the generation of trivial, static movement in the
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synthesized videos. Meanwhile, previous methods [13, 27, 36] have
mainly employed temporal convolution or attention to RGB space
to model local temporal features within a fixed range. Our research
has demonstrated that by enhancing local motion trend modeling
through the adoption of cross-attention on explicit motion features,
it is possible to generate more fluent videos.

In this paper, we propose a Motion-aware Video Diffusion Model
(MV-Diffusion) for generating high-quality videos with coherent
temporal structures. To achieve this, we focus on modeling both
long-term motion trajectories and short-term motion trends. For
Trajectory Modeling, we argue that it is crucial to combine global
motion direction and local movement patterns in an appropriate
manner. In our implementation, we use convolution kernels to ex-
tract global motion direction features from long-range optical flow
and capture local movement features from adjacent past frames.
These features are then combined as trajectory information to guide
the network in synthesizing meaningful and realistic motions. To
model the motion trend, we introduce aMotion Trend Attention
mechanism based on cross-attention in the autoregressive archi-
tecture. We assume that the motion trend can be inferred from
the motion intention in the near past. To that end, we estimate
the optical flow between the first video frame and the adjacent
past frames to model the object’s motions. A cross-attention unit is
used to learn the motion intention from these optical flow features,
which is then incorporated into the U-Net network. This learned
motion trend guides the generation of the current frames, resulting
in a coherent and smooth video.

Our main contribution can be summarized as follows:
• We propose a Trajectory Modeling block to enhance the
conditioning of the U-Net model with long-term trajectory
features. This block effectively avoids trivial static movement
in autoregressive approaches.

• We propose aMotion Trend Attention block that explicitly
captures short-term motion features through the use of a
cross-attention mechanism. This improves the smoothness
and coherence of the generated videos.

• We conducted in-depth experimentation on three down-
stream tasks: video generation, prediction, and interpolation
using four datasets: UCF101, BAIR, SM-MNIST, and KTH.
We present both quantitative and qualitative evidence of the
efficacy of our methods and perform ablation studies on our
design methods.

2 RELATEDWORK
The advancement of video generation techniques has been closely
tied to the development of generative models.

2.1 Autoencoders and GAN-based Methods
Early studies on video generation [8, 22, 30] mainly combine con-
volution and recurrent neural networks to predict successive video
frames. To increase the diversity of the synthesized videos, [1, 2, 5, 9]
introduce stochastic latent variables to predict different possible
futures.

After that, the development of Generative Adversarial Networks
(GANs) significantly promotes the synthesis fidelity of video gener-
ation and prediction. MoCoGAN [32] proposes decomposing videos

into motion and content to control both during generation. Fur-
ther studies focus on generating high-resolution and long-duration
videos. DIGAN [42] encodes videos into implicit neural representa-
tions to take video as continuous signals, which achieves generating
videos with longer duration. StyleGAN-v [28] designs continuous
motion representations to extend powerful image generation Style-
GAN2 architecture to video generation, which further increases
the resolution and quality.

Although these works show promising results in generating
high-definition and long videos, these methods lack the ability to
generate complex open-domain videos due to the inner drawback
of GANs. In addition, limited by the locality bias of convolutional
neural networks, the GAN-based methods struggle on complex
scenes and multiple objects [11].

2.2 Transformer-based Methods
Transformer architecture is popularly applied in natural language
processing and computer vision tasks. This architecture greatly ben-
efits from model scaling up yet can only work on discrete tokens.
With VQ-VAE[34] introducing a way of discretizing visual patches,
Latent Video Transformer [19] and VideoGPT [41] propose to use
transformer architecture that generates inner latent tokens in a
spatial autoregressive manner. Nuwa [39] improves upon this by
adopting a 3D transformer encoder-decoder framework. CogVideo
[14] further proposes a multi-frame-rate training strategy to re-
alize generating videos of flexible fps. Although these methods
show great potential to generate open-domain videos via scaling up
the model size, they suffer from unidirectional bias, accumulated
prediction errors[11], and huge computational costs.

2.3 Diffusion Model-based Methods
Denoising Diffusion Probabilistic Models are first proposed in [12].
Inspired by nonequilibrium thermodynamics, it learns the distribu-
tion of the target data domain by gradually reconstructing the data.
Specifically, it first maps the data to Gaussian distribution by grad-
ually adding noise, and then learns a denoising network to reverse
the noise-adding process. Dhaliwal et al. [6] improve the denois-
ing U-Net architecture and apply the diffusion model to the image
synthesis, which achieves better generative results than GANs for
the first time. After that, research works [11, 17, 20, 24] further
employ Denoising Diffusion Probabilistic Models to text-to-image
generation and greatly advance the generative quality.

VDM [13] extends the 2D architecture to 3D by keeping its
original components as spatial-only operations and employing ad-
ditional temporal attention to capture temporal features. Make-a-
video [27] and Phenaki [35] further apply video diffusion models
to high-resolution and long-duration video generation. However,
both of them rely on large models and consume vast amounts of
computation resources. Moreover, they lack explicit constraints
on the temporal coherence of the generated videos. MCVD [36]
proposes to reduce the redundancy of the architecture by gener-
ating videos in a temporal autoregressive manner. Additionally, it
uses conditional masks to unify video generation, prediction, and
interpolation in a single architecture. Although efficient to generate
videos, current autoregressive approaches lack the capability to
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Figure 1: The framework of the Motion-aware Video Diffusion Model. The architecture utilizes an autoregressive approach,
in which the denoising U-Net leverages noisy current frames at time 𝑇 to predict current frames in the DDPM setting based
on conditional frames. We design a Trajectory Modeling block and a Motion Trend Attention block to improve the temporal
modeling.

sense global motion information to generate temporal coherent
videos.

3 MOTION-AWARE VIDEO DIFFUSION MODEL
In this paper, we propose a video generation pipeline that utilizes
an autoregressive approach [36], in which noisy frames at time 𝑇
are used as the starting point to predict previous frames through a
denoising U-Net in the DDPM setting. The pipeline is designed to
improve temporal modeling by incorporating two core components:
Motion Trend Attention (MTA) and Trajectory Modeling (TM), as
illustrated in Figure 1. The Trajectory Modeling block extracts tra-
jectory information based on the optical flow between past and
current frames, while the Motion Trend Attention employs self-
attention and cross-attention mechanisms to learn motion trends.
In addition, we have adopted a lightweight design in the denoising
U-Net architecture to reduce computation costs and enhance effi-
ciency. We will provide a detailed description of our methods in
the subsequent section.

3.1 Video Diffusion Methods
To provide a clear understanding of our approach, which is based
on video diffusion, we begin by providing a brief overview of the
underlying algorithm. Video diffusion is based on the Denoising
Diffusion Possibility Model (DDPM) [12], which models the distri-
bution of real data through a denoising process. The architecture is
extended to videos in video diffusion. Specifically, a forward pro-
cess is employed to map videos into Gaussian noise through the

addition of noise in a Markov chain. Let 𝑥0 be a sample video from
the distribution 𝑥0 ∼ 𝑞(𝑥0), where the length of the Markov chain
is 𝑇 . The noising adding process can be formulated as follows:

𝑞𝑡 (𝑥𝑡 | 𝑥𝑡−1) := N
(
𝑥𝑡 ;

√
1 − 𝛼𝑡𝑥𝑡−1, 𝛼𝑡 I

)
, (1)

where 𝑡 ∈ [1,𝑇 ] is the timestep, 𝑥𝑡 denotes the sample in step 𝑡 .
Moreover, the 𝑥𝑡 can be directly derived by 𝑥0:

𝑥𝑡 =
√
𝛼𝑡𝑥0 +

√
1 − 𝛼𝑡𝜖, (2)

where 𝛼𝑡 =
∏𝑡

𝑠=1 (1 − 𝛼𝑠 ), 𝜖 ∼ N(0, I). As the forward process pro-
gresses, 𝑥𝑡 can be considered as being equivalent to pure Gaussian
noise.

With regards to the denoising process, the posterior distribution
𝑞 (𝑥𝑡−1 | 𝑥𝑡 ) can be approximated as a Gaussian distribution when
the value of 𝛼𝑡 is sufficiently small. The reverse conditional proba-
bility is computationally tractable when conditioned on 𝑥0 through
the application of Bayes’ rule:

𝑞𝑡 (𝑥𝑡−1 | 𝑥𝑡 , 𝑥0) := N (𝑥𝑡 ; 𝜇 (𝑥𝑡−1, 𝑥0), �̂�) , (3)

by integrating equation 2, we can derive that

𝜇 (𝑥𝑡 , 𝑥0) =
1

√
𝛼𝑡

(
x𝑡 −

1 − 𝛼𝑡√
1 − 𝛼𝑡

𝝐𝑡
)
. (4)

Therefore, to reverse the noise-adding process, we learn a de-
noising model 𝜃 that predicts the added noise 𝜖 at each timestep 𝑡 .
The training objective of the model 𝜃 can be simplified as follows:

𝐿(𝜃 ) = 𝐸𝑡∼[1,𝑇 ],𝑥0∼𝑞 (𝑥 ),𝜖∼N(0,I)
[
∥𝜖 − 𝜖𝜃 (𝑥𝑡 | 𝑡)∥2] (5)
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3.2 Autoregressive Generation Approach
With model 𝜃 , successive denoising steps can be taken on pure
Gaussian noise to generate a video. However, this model is limited in
its ability to generate videos of variable length unconditionally. To
address this limitation, [36] employs an autoregressive generation
approach, which extends the video based on past frames. Given the
first 𝑝 frames, the model predicts 𝑛 frames at a time to synthesize a
longer video. To unify video prediction and video generation within
a single framework, specifically, the generation of videos without
the first 𝑝 frames, a binary mask𝑚𝑝 is applied to the past frames P.

Additionally, the framework is extended to the task of video
interpolation through the application of a binary mask𝑚𝑓 to the
future frames F. The loss function 𝐿𝑢𝑛𝑖 𝑓 𝑦 (𝜃 ) can be formulated as
follows:

𝐿𝑢𝑛𝑖 𝑓 𝑦 (𝜃 ) = 𝐸𝑡∼[1,𝑇 ],[P,𝑥0,F]∼𝑞 (𝑥 ),𝜖∼N(0,I)

[∥𝜖 − 𝜖𝜃 (𝑥𝑡 | 𝑡,𝑚𝑝P,𝑚𝑓 F)∥2]
(6)

The binary masks 𝑚𝑓 and 𝑚𝑝 allow the model to synthesize
videos without the need for past or future frames. As a result, the
network trained on 𝐿𝑢𝑛𝑖 𝑓 𝑦 (𝜃 ) can accomplish three tasks: video
generation, prediction, and interpolation.

While the Autoregressive model is efficient in generating videos,
it lacks the capability to effectively capture global motion informa-
tion. To address this limitation, we propose to enhance the model’s
conditioning through the incorporation of trajectory modeling.
Additionally, while motion trends can be inferred implicitly from
previous frames, we have found that explicitly enhancing tempo-
ral modeling through the use of cross-attention can lead to the
generation of more coherent videos.

3.3 Trajectory Modeling
Our trajectory modeling aims to capture long-term motion trajec-
tories from past video frames, which guides the denoising network
to generate meaningful motion. We posit that the global directions
and local patterns of motion of the object are critical in determining
trajectories. To that end, we implicitly model motion trajectories
by learning global directions from long-term optical flow and lo-
cal movement patterns from adjacent video frames. Specifically,
given the past frames P = 𝑝1, 𝑝2, ..., 𝑝𝑛𝑝 ∈ 𝑅𝐵×𝑛𝑝𝐶×𝐻×𝑊 and fu-
ture frames F = 𝑓 1, 𝑓 2, ..., 𝑓 𝑛𝑓 ∈ 𝑅𝐵×𝑛𝑓 𝐶×𝐻×𝑊 , binary masks are
applied to them to allow the network to synthesize videos without
conditional frames.

𝑋𝑐𝑜𝑛𝑑 = 𝑓 ( [𝑚𝑝P,𝑚𝑓 F]) (7)

where𝑚𝑝 ,𝑚𝑓 refer to the binary mask,𝑛𝑝 , 𝑛𝑓 are the number of the
past frames and future frames, and 𝑓 ( [.]) denotes concatenating
operation.𝐵×𝐶×𝐻×𝑊 denote batch size, channel size, frame height,
and frame width, respectively. Note that we preprocess a video
frame as 2D data to reduce computation costs. These conditional
frames contain the local movement pattern information that we
need to model the motion trajectory. The optical flow estimation
network 𝐺𝑜 extracts optical flow 𝑋𝑓 𝑙𝑜𝑤 between the first frame 𝑥1

and past frames 𝑃 to establish global directions of the motion:

𝑋𝑓 𝑙𝑜𝑤 = 𝑓 ( [𝐺𝑜 (𝑥1, 𝑝1),𝐺𝑜 (𝑥1, 𝑝2), ...,𝐺𝑜 (𝑥1, 𝑝𝑛𝑝 )]) (8)

Then we use convolution kernels Ktraj ∈ 𝑅3×3×𝐶𝑖×𝐶𝑜 , where
𝑐𝑖 = 2𝑛𝑝 +𝐶 (𝑛𝑝 + 𝑛𝑓 ), to extract trajectory information based on

the global direction and local pattern features:

𝑋𝑡𝑟𝑎 𝑗 = 𝐾𝑡𝑟𝑎 𝑗 ∗ 𝑓 ( [𝑥𝑡 , 𝑋𝑓 𝑙𝑜𝑤 , 𝑋𝑐𝑜𝑛𝑑 ]) (9)

where 𝑥𝑡 is the noisy current frame that the denoising network
input. The trajectory-enhanced features 𝑋𝑡𝑟𝑎 𝑗 are then sent into
the denoising U-Net to predict the added noise in the 𝑡 step.

3.4 Motion Trend Attention
The Motion Trend Attention is designed to extract motion trends
from optical flow features and guide the network to generate coher-
ent videos. We posit that the current motion trend can be inferred
by analyzing the motion intention in the recent past. Based on this
principle, our Motion Trend Attention first employs self-attention
to extract the current motions from features of the current frames.
Subsequently, a cross-attention unit is utilized to incorporate the
motion trend from the past by learning motion intention from the
optical flow features of past frames. The resulting motion trend is
then utilized to guide the generation of current frames, resulting in
the formation of a smooth video.

Given the feature maps of the current frames X, we calculate the
query, key, value 𝑄1, 𝐾1,𝑉1 with three different linear layers:

𝑄1 = 𝑋𝑊𝑞1 + 𝑏𝑞1 , 𝐾1 = 𝑋𝑊𝑘1 + 𝑏𝑘1 ,𝑉1 = 𝑋𝑊𝑣1 + 𝑏𝑣1 (10)

where𝑊𝑞1 ,𝑊𝑘1 ,𝑊𝑣1 , 𝑏𝑞1 , 𝑏𝑘1 , 𝑏𝑣1 are the parameters of the linear
layers, 𝑋 = 𝑁𝑜𝑟𝑚(𝑋 ). The linear layer here also functions as a
projector, bridging the cross-modal gap between flow and features.
To reduce computation costs, we use the FAVOR+ algorithm [4] to
find 𝑄 ′

1, 𝐾
′
1 that satisfy:

𝑋1 = (𝑄1𝐾
⊤
1 /

√
𝑑)𝑉1 = 𝑄 ′

1 (𝐾
′
1
⊤
𝑉1) (11)

The output of the self-attention 𝑋1 is forwarded into the query of
the cross-attention unit. The key and value are calculated with the
optical flow feature 𝑋𝑓 𝑙𝑜𝑤 :

𝑄2 = 𝑋1𝑊𝑞2 + 𝑏𝑞2 , 𝐾2 = 𝑋𝑓 𝑙𝑜𝑤𝑊𝑘2 + 𝑏𝑘2 ,

𝑉2 = 𝑋𝑓 𝑙𝑜𝑤𝑊𝑣2 + 𝑏𝑣2
(12)

where𝑊𝑞2 ,𝑊𝑘2 ,𝑊𝑣2 , 𝑏𝑞2 , 𝑏𝑘2 , 𝑏𝑣2 are the parameters of the linear
layers, 𝑋1 = Norm(𝑋1 + 𝑋 ). With the FAVOR+ algorithm, we can
find 𝑄 ′

2, 𝐾
′
2 that satisfy:

𝑋2 = (𝑄2𝐾
⊤
2 /

√
𝑑)𝑉2 = 𝑄 ′

2 (𝐾
′
2
⊤
𝑉2) (13)

The output of the cross-attention 𝑋2 is sent into a feed-forward
unit, which can be formulated by:

𝑋3 = Dropout(𝑔(𝑋2𝑊𝑓 𝑓1 + 𝑏 𝑓 𝑓1 ))𝑊𝑓 𝑓2 + 𝑏 𝑓 𝑓2 (14)

where𝑊𝑓 𝑓1 ,𝑊𝑓 𝑓2 , 𝑏 𝑓 𝑓1 , 𝑏 𝑓 𝑓2 are the parameters of the linear layers
to scale the feature maps, 𝑋2 = 𝑁𝑜𝑟𝑚(𝑋2 + 𝑋 ), 𝑔(.) denotes the
GeLU activation function. Finally, 𝑋3 is added with the shortcut
connection and forwarded into the next unit of the network.

3.5 Lightweight Design
In order to balance computational efficiency and performance, given
that the Trajectory Modeling and Motion Trend Attention blocks
increase the computation cost of the network (as observed in Table
6), we implement lightweight design techniques as shown in Figure
2.
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Figure 2: The lightweight network design we use to reduce
the computation cost.

Given the input feature maps Y, we first normalize them and
send them into a bottleneck pointwise convolution 𝐹1 to reduce
its channels. After conducting a group normalization, the feature
maps are forwarded into two convolution pathways with point-
wise convolution 𝐹2 and 3×3 convolution 𝐹3 respectively. Finally,
we concatenate the output of two pathways. The process can be
formulated as:

Yout = 𝑓 ( [𝑌 ∗ 𝐹1 ∗ F2, 𝑌 ∗ 𝐹1 ∗ F3]) (15)

where 𝑌 = GroupNorm(𝑌 ), ∗ denotes convolution operation. The
output of the convolution pathway, denoted as Yout, is further added
with the shortcut connection before being passed on to the next
block. The bottleneck convolution, represented by 𝐹1, reduces the
input channels of the convolution pathways, and the use of multiple
pathways reduces the output channels. These techniques effectively
minimize the computation cost associated with the convolution
operation.

4 EXPERIMENT
4.1 Datasets
To evaluate the performance of our Motion-aware Video Diffusion
Model, we conduct experiments on four video datasets: UCF101 [29],
13,320 real-world human action videos collected from YouTube;
BAIR robot pushing [7], 44,000 videos of a robot’s arm pushing toy
objects on the top of a table; SM-MNIST [5], videos of handwritten
digits moving stochastically based on 60,000 black-and-white digit
images; and KTH [26], 600 human action videos of 6 categories.

4.2 Evaluation Metrics
In evaluating the performance of our model, we primarily rely on
the FVD metric [33]. This metric utilizes an I3D model pre-trained
on Kinetics-400 to extract features from videos and calculates the
distribution distance between the features of synthesized videos and
real videos. A lower FVD score indicates that the network is capable
of generating videos of higher fidelity and coherency. We use 2,048
real and fake video clips for evaluating FVD. Additionally, we also
report SSIM [37] and PSNR metrics to measure the performance
in video prediction and interpolation tasks. SSIM measures the
structural similarity between video frames, taking into account
luminance, contrast, and structural similarity. A higher SSIM score
indicates that the generated videos are more similar to the ground
truth. PSNR measures the ratio of noise to signal in video frames,
and a higher PSNR score indicates a higher-quality video that is
less likely to corruption by noise.

Table 1: Unconditional generation results on UCF-101, gen-
erating videos of 16 frames. * denotes the model is trained
on train+test split, otherwise the method uses only the train
split for training.

Method Publications FVD ↓
MDP [43] ICCV 2019 1277.0

TGANv2 [25] IJCV 2020 1209.0
MoCoGAN-HD* [31] ICLR 2021 700.0
StyleGAN-v [28] CVPR 2022 1431.0
MCVD concat [36] NeurIPS 2022 1228.3
MCVD spatin [36] NeurIPS 2022 1143.0

DIGAN [42] ICLR 2022 655.0
DIGAN* [42] ICLR 2022 577.0
CogVideo [14] ICLR 2023 626.0
MV-Diffusion Ours 492.6

Table 2: Unconditional generation results on BAIR dataset. 𝑓
refers to the frames that the model generated.

Method Publications f FVD ↓
MCVD-spatin [36] NeurIPS 2022 30 399.8
MCVD-concat [36] NeurIPS 2022 30 348.2
MCVD-spatin [36] NeurIPS 2022 16 267.8
MCVD-concat [36] NeurIPS 2022 16 228.5
MV-Diffusion Ours 30 92.8
MV-Diffusion Ours 16 56.8

4.3 Visualization of Motion Trend Attention
In this section, we provide a visualization of the Motion Trend At-
tention. Upon observing the attention map, we can clearly observe
that the attention weight is concentrated on the body parts where
the movement happens. For instance, in the case of blowing candles,
the attention primarily focuses on the hand and mouth regions.
This visualization provides compelling evidence that our Motion
Trend Attention is capable of capturing short-term tendencies and
effectively guiding the model in generating smooth actions.

4.4 Implement Details
The Motion-aware Video Diffusion Model utilizes the DDPM algo-
rithm during both the training and sampling stages. The model’s
performance is evaluated through experimental results obtained by
utilizing 100 DDPM steps for inference. To account for variations in
dataset size, models of varying dimensions are employed, with the

Figure 3: A visualization of the Motion Trend Attention
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Figure 4: Comparison of generated videos between MV-Diffusion, MCVD, and DI-GAN on UCF. The corresponding real videos
are also shown for reference denoted as "GT" in the first row. We use red rectangles to mark the actions in the videos.

same settings as those utilized in the MCVD [36]. We employ pre-
trained SpyNet [21] to estimate optical flow, maintaining prediction
accuracy during early training stages, while also fine-tuning its
parameters to enhance accuracy throughout the training process.
Our model is engineered to generate motion patterns both with
and without flow. This capability ensures the generation of motion
patterns even in cases with weak or no flow. Furthermore, incor-
porating flow serves to enhance the generated motion patterns in
subsequent frames. In the case of the UCF dataset, class labels are
not utilized and the traditional train-test split is maintained. All
video frames undergo center cropping and are resized to 64 × 64
pixels for both training and testing purposes. The model is trained
on 1-4 Nvidia A40 or Tesla v100 GPUs.

4.5 Comparison with the State-of-the-art
To compare our Motion-aware Video Diffusion Model with existing
methods, we test the performance of our model in video generation,
prediction, and interpolation tasks and report the results in Table
1-5.

4.5.1 Video Generation. In this experiment, we compare the per-
formance of our method with existing methods on the UCF and
BAIR datasets. Table 1 presents the results on the UCF dataset,
demonstrating that our approach outperforms all comparison meth-
ods. Despite the fact that CogVideo utilizes models with 9.4 bil-
lion parameters pre-trained on 5.4 million data, our approach still

Table 3: Video prediction results on SM-MNIST (64 × 64) for
10 predicted frames conditioned on 5 past frames.

Method Publications FVD ↓
SVG [5] ICML 2018 90.81
vRNN 1L [3] ICCV 2019 63.81
Hier-vRNN [3] ICCV 2019 57.17
MCVD concat [36] NeurIPS 2022 25.63
MCVD spatin [36] NeurIPS 2022 23.86
MV-Diffusion Ours 16.59

outperforms it while only employing models with 374 million pa-
rameters (4% of CogVideo) and without utilizing any extra data.
The improved performance of our approach can be attributed to its
elaborate modeling of motion, which allows for the generation of a
small number of frames while maintaining video smoothness. In
contrast, CogVideo utilizes large Transformer-based models to syn-
thesize complete videos, resulting in redundancy and inefficiency.
Additionally, CogVideo relies on textual input for simple motion
information, while our approach extracts more concrete motion tra-
jectory and tendency features. As a result, our approach is capable
of generating more realistic motions and achieves a lower FVD.

Additionally, We provide qualitative results on the UCF dataset
in Figure 4, incorporating ground truth (GT) and comparisons to
prior works. Our evaluation, featuring scenarios such as blowing
candles, playing ping pong, performing handstands, and applying
lipstick, reveals that MCVD and DI-GAN generate static scenes
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Table 4: Video prediction results on BAIR robot pushing (64 × 64), predicting 15 frames based on one frame.

Method Publications FVD ↓ PSNR ↑ SSIM ↑
Video Transformer [38] ICLR 2020 96.0 - -
CCVS [15] NeurIPS 2021 99.0 - -
MCVD-concat [36] NeurIPS 2022 98.8 18.8 0.829
MCVD-spatin [36] NeurIPS 2022 103.8 18.8 0.826
MCVD concat pf-mask [36] NeurIPS 2022 89.5 16.9 0.780
NVWA [39] ECCV 2022 86.9 - -
VDM [13] ICLR 2022 66.9 - -
MV-Diffusion concat pf-mask Ours 64.5 18.9 0.829
MV-Diffusion concat Ours 54.6 18.8 0.829

Table 5: Video interpolation results on SM-MNIST, KTH, and BAIR robot pushing datasets. Given 9 past frames and 9 future
frames, the model interpolates 7 frames. MCVD uses fewer past frames and future frames. We follow the same setting as MCVD
to fairly compare with it. * denotes only interpolates 5 frames.

Method Publications SMNIST KTH BAIR
PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑ PSNR ↑ SSIM ↑

FSTN [16] ICCV 2017 14.730 0.765 29.431 0.899 19.908 0.850
SepConv [18] CVPR 2017 14.759 0.775 29.210 0.904 21.615 0.877
SVG-LP [5] ICML 2018 13.543 0.741 28.131 0.883 18.648 0.846
SDVI full [40] WACV 2020 16.025 0.842 29.190 0.901 21.432 0.880
SDVI [40] WACV 2020 14.857 0.782 26.907 0.831 19.694 0.852
MCVD [36] NeurIPS 2022 20.944 0.854 34.669 0.943 23.408 0.914
MCVD* [36] NeurIPS 2022 27.693 0.941 35.611 0.963 25.162 0.932
MV-Diffusion Ours 22.258 0.878 34.292 0.944 24.299 0.926
MV-Diffusion* Ours 29.841 0.966 37.448 0.968 26.678 0.948

lacking meaningful motions. Conversely, our method demon-
strates superior temporal consistency, excelling in two key aspects:
(1) Coherent actions: The generated videos display smooth and
natural behavior, closely resembling the motion patterns observed
in the GT videos. This similarity is achieved through our motion
trends attention (MTA) module, which effectively captures short-
term motion features to model movement tendencies. (2) Mean-
ingful motions: Motions are not only easily recognizable but also
contextually relevant, as our trajectory modeling (TM) approach
enhances the U-Net model’s conditioning with long-term trajectory
features, preventing trivial motions.

In addition to the primary experiment, we also conduct experi-
ments with varying frame settings on BAIR, as illustrated in Table
2. Our approach demonstrates a significant performance improve-
ment, as evidenced by an FVD score that is only 1/4 of the previous
state-of-the-art autoregressive method, MCVD. This improvement
is attributed to the utilization of long-term optical flow to extract
global motion directions and model the trajectory, as opposed to
MCVD’s reliance on short-range autoregressive networks. This al-
lows for the generation of more accurate object motions that closely
resemble real videos, resulting in a lower FVD score.

4.5.2 Video Prediction. Weevaluate the performance of ourMotion-
aware Video Diffusion Model in video generation tasks on the BAIR
and SM-MNIST datasets. The results on the BAIR datasets, pre-
sented in Table 4, indicate that our model significantly outperforms
the previous state-of-the-art VDM. This superior performance can
be attributed to our approach’s ability to model motion trajec-
tory and tendency, which VDM fails to capture as it only applies
temporal attention blocks on raw RGB-based features and learns
ambiguous global motion trends implicitly. On the other hand, our

approach explicitly models the motion trajectory by learning both
global motion directions and local movement patterns, and the mo-
tion trend attention extracts motion trends by discovering motion
intention in the near past. As a result, our approach captures more
accurate motion information and generates more realistic motions,
resulting in a lower FVD score. Our approach also achieves the best
performance on the SM-MNIST dataset, as shown in Table 3. Our
FVD score is 30% lower than the previous state-of-the-art MCVD,
further validating the superiority of our approach to predict more
accurate motions.

4.5.3 Video Interpolation. The performance of our approach in
video interpolation tasks is evaluated on the SM-MNIST, KTH, and
BAIR datasets. The results, presented in Table 5, indicate that our
approach outperforms the previous state-of-the-art MCVD. The
PSNR scores of our approach are 2.148, 1.837, and 1.516 higher than
the previous best results on the three datasets respectively. Our
approach also shows a clear improvement over MCVD on SSIM,
despite the fact that it has already achieved promising results. This
is notable as our approach primarily relies on motion information
learned from the past, which is less useful in interpolation tasks as
future frames are given. Nevertheless, the PSNR and SSIM scores of
our approach are still higher, indicating a higher similarity to the
ground truth videos and higher quality of the interpolated frames.
our approach consistently demonstrates superior performance in
these metrics across three distinct datasets. Our empirical analysis
suggests that this improved performance is attributed to our ap-
proach’s ability to leverage the long-term motion trajectory and
tendency learned from past frames to synthesize more realistic
motions, resulting in more continuous interpolated frames.



MM ’23, October 29-November 3, 2023, Ottawa, ON, Canada Zijun Deng, Xiangteng He, Yuxin Peng, Xiongwei Zhu, & Lele Cheng

Table 6: Ablation studies on unconditional video generation
task, using BAIR dataset with 16 frames generated. LD refers
to the Lightweight Design. MTA and TM stand for Motion
Trend Attention and Trajectory Modeling Block respectively.

Method LD MTA TM Params FLOPs FVD ↓
Baseline (MCVD) × × × 251.2M 83.3G 228.5
+LD

√ × × 112.4M 19.1G 218.3
+LD+MTA

√ √ × 167.1M 33.5G 80.6
+LD+TM

√ × √
113.8M 20.4G 67.5

MV-Diffusion (Ours)
√ √ √

167.1M 34.9G 56.8

4.6 Ablation Study
To evaluate the effectiveness of each component of our Motion-
aware Video Diffusion Model, we conduct ablation studies on the
BAIR dataset in the video generation task, as shown in Table 6. The
baseline used in the experiment is the MCVD-concat model, with
the same model settings used by MCVD in the BAIR dataset.

First, we add a lightweight design to the baseline, denoted as
"+LD" in Table 6. The results show that this lightweight design
reduces 55% of the parameters and 77% of the computation cost
while maintaining the generation fidelity of the model. To further
illustrate the effectiveness of our lightweight design, we provide
inference time comparisons on BAIR and UCF datasets in Table 7.
The results show the superiority of our model in speed.

Second, we add the Motion Trend Attention (MTA) component
to the lightweight architecture, denoted as "+LD+MTA" in Table 6.
The FVD metric drops from 218.3 to 80.6, indicating that the MTA
component guides the model to generate coherent and smooth
videos as a lower FVD means higher fidelity and coherency.

Third, we add the trajectory modeling (TM) block to the light-
weight architecture, denoted as "+LD+TM" in the table. The FVD
metric drops to less than 1/3 of its original value, indicating that the
trajectory modeling block helps the model generate more realistic
motions.

Finally, we present the result of our full model in the last line
of the table. With all the components, the computation cost of our
approach is still significantly lower than the baseline, and the FVD
metric further drops compared to "+LD+TM" and "+LD+MTA", veri-
fying the effectiveness of both the MTA and TM components. Note
that the TM module includes an optical flow estimation network
with an additional 1.4M parameters, as shown by the difference
between "+LD" and "+LD+TM" in Table 6. Since TM and MTA
share this flow estimation network, there is no parameter increase
between "+LD+TM" and the final solution.

These results demonstrate that all the components of our model
contribute to the performance, and combining them leads to the
best performance.

4.7 generalization ability
To analyze the generalization ability of our model, we conducted
experiments where ourmodel predicted actions on images depicting
animals engaging in specific actions. These examples were distinct
from those in the train/test datasets.

To carry out these experiments, we utilized Stable Diffusion[23]
to generate the initial frames and then deployed our model, which
had been trained on the UCF dataset, to predict the subsequent

Table 7: FLOPs and Inference time comparisons on BAIR
and UCF datasets. The inference time results are tested on a
single Tesla A40 GPU.

Dataset Method FLOPs Latency
BAIR MCVD 83.3G 43.2ms
BAIR VideoGPT 188.3G 138.6ms
BAIR VDM 171.1G 128.2ms
BAIR MV-Diffusion(Ours) 34.9G 28.5ms
UCF MCVD 185.2G 75.5ms
UCF VideoGPT 183.6G 74.2ms
UCF VDM 586.7G 275.0ms
UCF MV-Diffusion(Ours) 73.2G 36.7ms

frames. We have shown the results of these experiments in Figure
5.

The presented results demonstrate that our model is capable of
predicting actions on unseen examples, thus showcasing its gen-
eralization ability. This analysis further reinforces the robustness
and effectiveness of our proposed approach.

Figure 5: The generation results of animal actions for gener-
alization ability analysis.

5 CONCLUSION
Generating temporally-coherent videos requires consideration of
both the leveraging of global temporal information and the im-
plementation of effective temporal modeling mechanisms. In this
paper, we propose the Motion-aware Video Diffusion Model (MV-
Diffusion), which leverages motion trajectory and tendency infor-
mation learned from past frames. Our model includes a Trajectory
Modeling block that learns global motion directions and local move-
ment patterns to establish the motion trajectory. Additionally, the
Motion Trend Attention component incorporates motion inten-
tion in the near past and improves the denoising U-Net layers
through the use of attention mechanisms. Our method significantly
improves upon the autoregressive video diffusion baseline and
achieves state-of-the-art results on four video datasets and three
video generation tasks.
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